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ABSTRACT
This paper presents an audio-only version of drag and drop.
By continuously presenting the information, using auditory
zooming at two different levels and absolute positioning of
the cursor, a blind user is able to get an overview, locate and
interact with a specific object. Two user studies on two
different versions have been made in order to get input to the
design process and to evaluate the ideas. The results points at
the importance of being able to customize the interface and to
provide an overview of all interface objects.

Categories and Subject Descriptors
H.5.2 [Information Interfaces and Presentation]: User
Interfaces � auditory (non-speech) feedback, interaction
styles; K.4.2 [Computers and Society]: Social Issues �
assistive technologies for persons with disabilities;

General Terms
Design, Human Factors

Keywords
Auditory interface, accessibility, blind users, drag and drop.

1. INTRODUCTION
This work is about investigating new techniques for giving
blind users better access to graphical user interfaces using
sound. The major difference between screen reading software
for blind computer users and ordinary graphical user interfaces
is the difference in presentation of the information (cf. [2]).
The screen reader presents the contents of the screen in a line-
by-line fashion, using speech synthesis or Braille. This linear
presentation does not allow for presentation of concurrent and
spatial information in the same way as a graphical user
interface does.

1.1 Previous research
Ways of presenting graphical user interfaces for blind
computer users has been explored a number of times before. In
the Mercator project [3], the graphical user interface was
presented using a hierarchical model of the interface objects

where the logical relationship is represented using everyday
sounds. In the GUIB project [4], the spatial relations of the
objects are presented using a novel tactile device.

Building on the experience from earlier studies on auditory
direct manipulation [6], a sonification model has been
designed that implements drag and drop, and that has the same
resolution as a computer screen.

1. AUDITORY INTERFACE
The two versions of the auditory interface described here was
designed to support drag and drop, which involves movement
of objects by positioning a pointer on the object to be moved,
picking it up, dragging it to the desired location and dropping
it there. In order to do this, the interface must support getting
an overview of all objects, locating a specific object, and
interaction with the object.

This is accomplished by using auditory zooming, a technique
where the granularity of the auditory display increases when
the user �moves closer� to the information, mapping many
objects to one sound when far away, and one object to one
sound when close [1]. In this implementation, the presentation
is divided into two levels, the overview and the zoomed view.

1.1 Overview
The overview gives the user a general notion of where there are
objects, and approximately how many. This is accomplished
by dividing the screen into four quadrants. The location of the
objects is presented using four different tones. The tones are
separated using pitch (high or low representing top and
bottom) and stereo panning (left or right representing left and
right). For each object added to a quadrant, overtones are
added to the tone, representing an approximation of the
number of objects in that quadrant. In the first version the
tones are repeated in parallel continuously. In the second
version the high and low tones altered between left and right
separately, creating two parallel sequences.

1.1 Zoomed view
The zoomed view gives the user detailed information about a
subset of the display, the quadrant in which the pointer i s
located. All objects placed in the same quadrant as the pointer
are audible. The volume of each object depends on the distance
to the pointer, the closer an object is, the higher the volume.
The objects are presented one by one.

1.1 Objects
In the first version, all objects were based on the same sound.
In the second, the objects had separate sounds. The sound
changed depending on where the object was located with
respect to the pointer. In the first version, the vertical location
was represented by the length of the sound (long, short or
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middle representing whether the object is located below, above
or at the same vertical level as the pointer). In the second
version, an auditory cue was added to the sound (a high, low or
middle pitched tone representing above, below or at the same
vertical level). In both versions, the horizontal location was
represented using stereo panning (left, right or middle
representing left, right or the same horizontal level).

1.2 Manipulation
The user interacts with the objects using a pen stylus on a
graphics tablet. This is used in order to have absolute
positioning of the pointer, as opposed to the mouse whose
relative positioning makes it harder to use sound as the only
output device when the complexity of the display is large (cf.
[5]). Additionally, using the mouse requires sonification of
the position of the cursor, which limits the auditory
bandwidth left for sonifying other components (cf. [6]).

There are also event driven sounds that gives the user feedback
on specific actions, in order to emphasize the directness and
physical nature of the interaction. These includes when
hitting, picking up, dragging, and dropping an object.

1.3 Manipulating auditory parameters
In order to give the user more control over the auditory
environment, the second version provided the user with a
MIDI controller device with a number of sliders. The first
slider was a cross-fade between the overview presentation and
the objects. The second controlled the volume of the added
tones that represented vertical location and distance. The third
controlled the overall volume. By providing this kind of
device, the user would be able to adapt the display
interactively and continuously while exploring and
interacting.

2. USER STUDIES
The main object of the two user studies was to get input from
the user group in an early stage of the design process. This
means that rather than taking quantitative measurements of for
example task completion time, concrete design ideas and
suggestions for alterations was the main focus. The second
version is not to be seen as an improved or better version, but
rather, but rather a tool to try out a number of design ideas that
came up during the first user study.

Each subject was introduced to the auditory interface and was
encouraged to just play around with the interface. They were
asked to perform a few tasks, such as counting the number of
objects on the screen or moving all objects to a specified part
of the screen.

Four blind subjects participated in the first study, and three of
these also participated in the second study. This gave the
subjects a possibility to see how their design ideas from the
first study were being carried out and how they worked.

3. RESULTS
Even though the subjects were initially overwhelmed by the
complexity of the sound environment initially, it did not take
long for each of them to learn how to locate and move the
objects around.

When having a complex auditory environment it is important
to provide the users with means of individualizing the
display. This is important not only in terms of supporting
different user needs and expectations, but also to support
different tasks. Even when having very few subjects as in the
studies presented here, we observed different ways of
interacting with the auditory interface, especially the use of
the MIDI controller and how the exploration with the pointer
was performed. In order to do this, it is important to provide
the user with different ways of obtaining the same information.
In the auditory interface described in this paper, there were for
example two different ways of finding out where the objects
were located on the screen, either using the overview
presentation or positioning the pointer in one quadrant after
another.

Despite the fact that the subjects hardly did use overview
presentation except when asked for, we do still believe that
this is an important part of an auditory interface. A long term
effect of the overview presentation would preferably be that
the user would not have to pay any special attention to it, but
rather be given a general sense, a gestalt, of the distribution of
objects on the screen. Additionally, providing a continuous
presentation of all objects does not require the user to leave
the current position and perhaps loose the focus of the object
being interacted with. Even if the overview presentation was
not used in an apparent way in these studies, the subjects did
agree that if given time the overview presentation could have
the effect that we did intend. However, when asked, the
subjects did succeed in interpreting this presentation.
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