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Abstract

Meta-data is the fundamental building block of the Semantic Web. How-
ever, the meta-data concept is too loosely defined to provide architectural
guidelines for its use. This paper analyzes important uses of meta-data in
the e-learning domain, from a pedagogical and philosophical point of view,
and abstracts from them a set of fundamental architectural requirements for
Semantic Web meta-data. It also describes some flexible generic techniques
for working with meta-data, following these requirements. Finally, the pa-
per describes a Semantic Web-based e-learning architecture based in these
requirements and techniques currently under development at the Knowledge
Management Research Group at CID (Centre for user oriented IT Design)
at KTH, the Royal Institute of Technology in Stockholm. This architecture
builds on Edutella, a peer-to-peer meta-data exchange network, and a tech-
nique calledconceptual modelingusing the Conzilla concept browser, a new
kind of knowledge management tool for conceptual navigation and explo-
ration. The architecture provides an inquiry-based e-learning system that fits
into the Semantic Web philosophy, and is based on a pedagogical framework
called theknowledge manifold.

1 Introduction

The e-learning community are quickly embracing many modern Web technologies,
including XML, XML Schema, P3P, and other Web technologies from the W3C
and elsewhere. The educational technology standardization movement has also
grown to become a significant force, including such organizations as IMS Global
Learning Consortium [23], IEEE [21], Dublin Core [17], ISO [25], ADL [2], which
are standardizing important base technologies for e-learning applications. Exam-
ples include meta-data, content structure, digital repositories, and many more.

A good example of the level of acceptance these e-learning standards are meet-
ing is the recent MIT Open Knowledge Initiative [30], an effort to bring most of the
courses offered by MIT online. The OKI is being developed in close cooperation
with these standardization movements. Many, if not most, e-learning applications
follow the same track, and are either compliant to these standards, or will soon be
[19].

At the same time, it has become increasingly evident that the educational com-
munity will not be accepting Semantic Web technology for meta-data very quickly,
although the potential benefits are many. For example, only recently has the pop-
ular IEEE LOM (learning object metadata) been expressed in RDF [29], and in
spite of this, most implementors and researchers remain with XML Schema-based
technology for meta-data.

Additionally, many e-learning applications are highly monolithic and seriously
lacking in flexibility [38, 49]. The kind of intelligent computer support enabled by
Semantic Web descriptions, such as software agents and self-describing systems,
is not taken into account in the design.
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In short, we have reached the somewhat surprising and perhaps paradoxical
situation that the e-learning community is lacking in knowledge representation
technology. For this reason, Semantic Web technology has not been extensively
used and studied for educational applications, and there is therefore a need for a
detailed analysis of the needs of the e-learning community concerning Semantic
Web infrastructures.

This paper is an attempt to close the gap by documenting our experiences from
building e-learning applications using Semantic Web technology. Our research
group, the KMR (Knowledge Management Research) [44] group at CID (Cen-
tre for user oriented IT Design) [11]at KTH, the Royal Institute of Technology
in Stockholm, is involved in several e-learning projects making use of Semantic
Web technologies and paradigms. The projects reach from low-level RDF schema
design and database interfacing, via distributed architectures to various forms of
end-user tools for content management, navigation and querying.

Even though this paper focuses on the specific benefits Semantic Web tech-
nologies bring to e-learning, and the demands e-learning puts on Semantic Web
technologies, it seems to us that many of the lessons we have learned are applica-
ble to Semantic Web implementations in other fields as well.

Section 2 describes some of our more philosophical lessons regarding the in-
terpretation of the meta-data concept. Section 3 describes some techniques for
working with meta-data in a way that follows the guidelines we have developed.
Section 4 gives an overview of the tools and infrastructures we are developing, and
gives an e-learning scenario that exercises these tools and some of the principles
discussed in this paper.

2 Semantic Web Semantics

The accepted definition of meta-data is "data about data" [5]. However, it still
seems that most people use the word in different and incompatible meanings,
causing many misunderstandings. In the course of implementing meta-data in
e-learning applications, we have encountered objections of varying kinds to the
concept of meta-data and its use. It seems to us that many of those objections stem
from what we regard as misconceptions about the very nature of meta-data. Some
of the features that are often attributed to meta-data, and that are involved in these
misconceptions, include:

• meta-data is objective data about data.

• meta-data for a resource is produced only once

• meta-data must have a logically defined semantics.

• meta-data can be described by meta-data documents.

• meta-data is the digital version of library indexing systems.
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• meta-data is machine-readable data about data.

The confusion about the meaning of meta-data is slowing the adoption of Semantic
Web technology. What is missing in order to clear up the present confusion is a
meta-data semantics. We need to sort out what we mean by meta-data, and better
define how it is intended to be used. It turns out that the statements above provide a
good background to sort out some of these issues, so we will tackle these statements
one by one, from an e-learning point of view.

2.1 The Objectivity of Meta-Data

The first misconception about meta-data is the image of meta-data as being ob-
jective information about data. This misconception is tied to the fact that most
meta-data aware systems only contain indisputable information such as title, au-
thor, identifier, etc. (you will note that most Dublin Core Elements are of this kind).
When other kinds of meta-data enters the picture, such as the type of granularity
of objects, pedagogical purpose, assessments and learning objectives, etc., many
implementors raise skeptical voices. The reason for this skepticism is that such
properties do not represent factual data about a resource, but rather representin-
terpretationsof resources. When meta-data is viewed as authoritative information
about a resource, adding descriptions of such features becomes not only counter-
productive, since it excludes alternative interpretations, but also dishonest, forcing
an subjective interpretation on the user. The ongoing debate is creating conflicts
and is seriously hindering the adoption of meta-data technologies.

When meta-data descriptions are instead properly annotated with their source,
creating meta-data is no longer a question of findingtheauthoritative description
of a resource. Multiple, even conflicting descriptions can co-exist. This amounts to
a realization that meta-data descriptions are just as subjective as is any verbal de-
scription. In fact, wewantpeople to be able to express personal views on subjects
of all kinds. It is a simple fact of life that consensus on these matters will never
be reached, and the technology must support that kind of diversity in opinion, not
hinder it.

In RDF, support for information about meta-data, or meta-meta-data, is built-in
via thereificationmechanism. In essence, reification makes a meta-data statement
into an ordinary resource which can be annotated with regular RDF descriptions.
Reification and meta-meta-data are thus of fundamental importance for a meta-data
architecture1.

Naturally, the problem of supporting this fundamental subjectivity in queries
is not trivial. But the built-in support in RDF for meta-meta-data will make this
task surmountable. Imagine, as a simple example, adding a link called "Who said
this?" to each query answer. Another possibility is to add functionality to search
using only trusted sources. This example emphasizes the need for trust networks
and digital signatures of meta-data, in order to ensure the sources of both meta-data

1See [27] for a discussion on reification.
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and meta-meta-data. Supporting trust will be an absolutely fundamental part of the
Semantic Web infrastructure if it is ever to gain acceptance2.

One related philosophical point regarding authorities, that has played an impor-
tant role in our choice of Semantic Web technologies, is related to the democratic
ideals of the Internet. The Internet was originally designed as a peer-to-peer net-
work where anyone can connect to anyone, and that is still one of the main reasons
for its success. In the same way, the success of HTTP and the modern hypertext
concept is fundamentally dependent on a peer-to-peer model, where anything may
link to anything. This creates a democratic web, where there is no single point of
control, no middle man in control of the network3.

However, the web has developed into a predominantly client-server based sys-
tem, which mainly relies on centralized information handling, something that really
defeats the purpose of Internet technology. Peer-to-peer networks is a way out of
that trap. RDF is also deliberately designed as a peer-to-peer architecture, where
anyone can say anything about anything [5], so it naturally fits into the democratic
network philosophy. In a democratic network, objectivity is defined by consensus,
not by authority. Meta-data needs to be a part of that consensus building process.

2.2 The Meta-data Eco-system

The second misconception regarding meta-data is related to dynamics. A popular
view of meta-data is that is is something you produce once, often when you publish
your document or resource, and which remains with the resource for its lifetime.
This is the way meta-data is implemented in most systems supporting it.

This conception is related to the conception of meta-data as being authoritative,
objective information consisting of facts that do not change. The problem with
implementing meta-data support in this way is that it efficiently hinders subjective
opinions and context-dependent meta-data.

One problem that immediately arises is how you can describe a resource if
you don’t know what its intended use is. For example, a single piece of media
like a photograph can have different meaning when used in a History context than
when used in a Photography context. These contexts may very well not be known
when the resource is published, and new uses of resources may arise long after
publication.

Instead, meta-data needs to be handled as a continuous work in progress, where
updating and modifying descriptions is a natural part of the meta-data publishing
process.

Treating meta-data as a continuous work in progress and allowing subjective
meta-data leads to a new view of meta-data. Meta-data is information that evolves,
constantly subject to updates and modifications. Competition between descriptions
is encouraged, and thanks to RDF, different kinds and layers of context-specific

2W3C is promoting the “Web of Trust” via the use of digitally signed RDF.
3See, for example, [13]
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meta-data can always be added by others when the need arises. Any piece of RDF
meta-data forms part of a global network of information, where anyone has the
capability of adding meta-data to any resource.

In this scenario, meta-data for one resource need not be contained in a single
RDF document. Translations might be administrated separately, and different cate-
gories of meta-data might be separated. Additional information might be added by
others. Consensus building becomes a natural part of meta-data management, and
meta-data can form part of the ongoing scientific discourse. The result is a global
meta-data eco-system, a place where meta-data can flourish and cross-fertilize,
where it can evolve and be reused in new and unanticipated contexts, and where
everyone is allowed to participate.

This provides support for the conceptual calibration process in a bottom up
fashion [31], which builds consensus in the same way as it is done between people.

2.3 Layers of schemas

The third misconception relates to the use of RDF for expressing both simple meta-
data (like Dublin Core) and for expressing RDF Schemas, ontologies (DAML,
OIL) and query languages (Edutella [15, 18]). The semantics of information ex-
pressed in either of these formats is not derivable from the semantics of RDF itself,
and thus needs to be specified independently. From a formalistic point of view, this
means these are all different languages, and that data from several of them cannot
be mixed.

However, each such new language will to large extent be similar to RDF with
a slightly different semantics. Consequently you will end up with many different
Semantic Webs that need to be kept apart from the original, and from each other,
to avoid misinterpretations. Is this really what we want?

For one thing, we can be sure that there is no language to capture all the possi-
ble meanings we might want to encode on the Semantic Web. The complex world
of human intention is too large for that. We must allow languages with different
expressivity to co-exist. The semantics of pure RDF is very limited. A small vo-
cabulary is predefined to allow for the semantics of instantiation, collections and
reification. With RDF Schema additional terms for specific classes and predicates
are introduced to allow specification of inheritance between classes and predicates.

Note that the semantics of RDFS is not derivable from its expression in RDF.
For example, the transitivity of the predicate subClassOf has to be expressed else-
where. Similiarly, when new schemas are defined with the help of RDFS the se-
mantics will only be partly there. E.g. there is no way to express that the predicate
title in DC should be used for displaying a title rather than used in searches as a
keyword.

This should not surprise us, if we consider how natural language works. In ev-
eryday life we do have a preferred language, with a basic set of terms that we agree
on. When one day we find that we need to talk about new things, we express them
by combining existing terms, and possibly inventing some new primitive terms in

6



our language. These terms are now equipped with new semantics, but they can
still be mixed with terms we already know. Thus, language standardizes how to
talk, not what to say. The same technique should work equally well on the Seman-
tic Web: we should allow new vocabularies to be introduced at any time, and the
terms to be mixed with data we already have.

Humans prefer to define their semantics whenever they need it, and this se-
mantics only to some extent captures the true meaning of the defined terms. In
this perspective RDF/RDFS is a nice compromise which gives you the opportunity
to define your own vocabulary. If you want to, you can reuse vocabulary defined
elsewhere. In other words, it is a small toolbox for allowing reuse of already de-
fined semantics. Eventually, there may be very broad successful vocabularies in
RDF that allows you to express nearly everything. But such vocabularies will most
probably be patchworks of many small defacto vocabularies, that are developed in
small steps by people who need them for specific tasks. This is very similiar to
how natural languages evolves, never reaching any final form, but rather changing
continously, reflecting the needs and thoughts of those using it. It’s evolution, and
it is a natural part of the meta-data eco-system.

We therefore argue that meta-data needs a flexible, extensible, layered archi-
tecture based on RDF [28, 6].

2.4 Meta-data Instances, or The Great RDF vs. XML Battle

The fourth misconception relates to XML, and has its roots in the popularity of
XML as a document format. Describing meta-data in XML (based on XML schema,
not on RDF), naturally leads to a document-oriented view of meta-data for a re-
source. This document is often referred to as themeta-data instancedescribing
a resourcex. Most of the learning technology specifications for meta-data define
meta-data using XML document instances. This includes, for example, IMS, IEEE,
and ADL4. One notable exception is Dublin Core, which uses RDF as the primary
encoding for both the basic Elements, the Qualifiers, and the Educational elements.

Thus, the learning technology specification community is building on XML
technology, especially the advanced features of XML Schema, to enable extensi-
bility and flexibility. The needs to combine many schemas and to precisely define
vocabulary interrelationships is becoming greater, but the basic philosophy is still
to use XML-based meta-data instances. We have noted several problems with this
approach:

• RDF descriptions and XML meta-data documents are fundamentally differ-
ent. An XML document is essentially a labeled tree containing text. An RDF
description, by contrast, consists of a simple statement: a subject, a predi-
cate and an object. Many such statements can be combined to form a set of
connected statements (in the form of a graph), but each RDF statement can,
in principle, be independently distributed. An XML meta-data document

4See, for example, the IEEE LOM standard [20] and IMS [24].
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cannot be arbitrarily inserted into another XML meta-data document. For
this very reason, XML is significantly less flexible for expressing meta-data,
which by its very nature is subjective, distributed and expressed in diverse
forms. RDF descriptions, while simpler, are flexible enough to support these
principles.

• Defining schemas using RDF Schema and XML Schema are fundamentally
different activities. XML Schemas describe the syntactic structure of XML
documents. The interoperability work that is being done using XML Schema
works with so-called application profiles, which are essentially XML Schemas
that describe how to combine parts of different XML schemas. The result is
a specification for XML meta-data documents that contain descriptors from
several schemas.

By contrast, when defining meta-data schemas using RDF Schema, you do
not define how instances will be expressed, but rather provide a vocabulary
to use for describing certain features of the data. As described in the pre-
vious section, an RDF Schema describes the semantics of a vocabulary that
can be reused in any setting. The important difference is that combining two
vocabularies is not any more difficult than using two different vocabularies
in natural language. You only need to follow the grammar for each state-
ment (subject, predicate and object in RDF), and make sure the semantics
is meaningful. Apart from that, any descriptions using any vocabularies can
co-exist without explicitly declaring them.

The problem with defining meta-data application profiles using XML schema
is that each application profile defines precisely which schemas you are al-
lowed to use. Therefore, for each new meta-data vocabulary you need to
support, you will need to define a new application profile. This automatically
puts a stop to the use of alternative meta-data descriptors, and results in an
authoritarian limit on meta-data expressions. When using RDF, meta-data
using unknown vocabularies can be present without disturbing supported
meta-data.

• The semantics of XML Schemas and RDF are fundamentally different. XML
Schemas have a primarily syntactic interpretation, restricting the set of XML
documents that can be produced. RDF, on the other hand, has a primarily se-
mantic interpretation. While XML Schemas are used for modeling XML
documents, RDF is used to model knowledge, where tree-based representa-
tions are not enough. This has important consequences for all applications
needing semantic information.

The difference can be formulated in this way: XML/XML Schema is a data mod-
eling language, and designing an XML meta-data instance is a purely syntactical
activity [7]. RDF is a meta-data modeling language, and RDF schema design re-
quires modeling some of the semantics of the terms used. Modeling meta-data as
XML documents severely restricts its flexibility [36].
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It has become clear that the move away from meta-data instances towards the
globally connected knowledge eco-system is the central step in realizing the full
potential of meta-data, as it enables precisely the subjective opinions and dynamic
descriptions that is needed for a vital meta-data architecture.

2.5 New Uses of Meta-data

The fifth misconception about meta-data is that it is a digital replacement for library
indexing systems. Meta-data obviously fulfills that role, but it is much more than
that. Some of the important uses of RDF meta-data include:

description Since a resource can have uses outside the domain foreseen by the
author, any given description (meta-data instance) is bound to be incomplete.
Because of the distributed nature of RDF, a description can be expanded,
or new descriptions, following new formats (schemas), can be added. This
allows for new creative uses of content in unforeseen ways.

certification There is no reason why only big organizations should be able to cer-
tify content - individuals such as teachers may want to certify a certain con-
tent as a quality learning resource that is well suited for specific learning
tasks. How to handle this kind of certification will be an important part of
the Semantic Web, as discussed above.

annotation Everything that has an identifier can be annotated. There are already
attempts in this direction: Annotea [4] is a project where annotations are cre-
ated locally or on a server in RDF format. The annotations apply to HTML
or XML documents and are automatically fetched and incorporated into web
pages via a special feature in the experimental browser Amaya [3].

extension Structured content (typically in XML format) will become common.
Successive editing can be done via special RDF-schemas allowing private,
group consensus or author-specific versions of a common base document.
The versioning history will be a tree with known and unknown branches
which can be traversed with the help of the next generation versioning tools.

reuse RDF is application independent. As the meta-data is expressed in a standard
format, which is independent of the underlying schemas, even simplistic ap-
plications can understand parts of large RDF descriptions. If your favorite
tool does not support the corresponding schemas, it can at least present them
in a rough graph, table or whatever standard form it has for describing re-
sources and their properties. If more advanced processing software is avail-
able (such as logic engines), more advanced treatment of the RDF descrip-
tions is possible.

and more Apart from these uses, you can invent new schemas describing struc-
tures, personalization, results from monitoring and tracking, processes and
interactions that can enrich the learning environment in various ways.
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In short, meta-data can be used to do many new and fascinating things. Limiting
meta-data to only perform indexing would unnecessarily restrict its potential.

2.6 The Conceptual Web

The last in our list of misconceptions is that meta-data is only about machine-
understandable data. The stated goal of the Semantic Web is to enable machine
understanding of web resources. The rationale behind the development of the Se-
mantic Web has been that deriving meaning from contemporary HTML or other
web resources is nearly impossible due to the lack of a common meta-data frame-
work for describing resources. In fact, most resource descriptions today are in the
form of natural language text embedded in HTML. While such semantic descrip-
tions are meaningful only to the human reader, the Semantic Web will provide such
descriptions in machine readable format.

However, it is not at all evident that such machine readable semantic informa-
tion will be clear and effective for human interpretation. The hyper-linked structure
of the current web presents the user with a totally fluid and dynamic relationship
between context and content, which makes it hard to get an overview of the con-
ceptual context within which the information is presented. As soon as you click
on a hyperlink, you are transferred, helplessly, to a new and often unfamiliar con-
text. This results in the all too well-known "surfing-sickness" on the web, that
could be summarized as "Within what context am I viewing this, and how did I
get here?" [32, 33, 10] The conclusion we draw is that extracting usable meaning
from web pages is often as difficult for a human reader as it is for a machine. This
strongly suggests that there is a need for a human-understandable semantics for
web resources as well.

This form of semantics becomes even more important within the emerging field
of e-learning. In a learning context, the conceptual structure of the content is an
essential part of the learning material. Losing the contextual information of the
content means more than just "surfing-sickness". It means that you will not be able
to contextually integrate the concepts that you are trying to learn, which is vitally
important in order to achieve an understanding of any specific subject area.

The semantic web initiative, as it looks today, does not provide such a seman-
tics. It provides descriptions of web resources, but no way to present them to the
user in a contextually clear way. There are initiatives, such as topic navigation and
visual history browsers, that try to address this problem, but they fail miserably in
giving the necessary overview of the conceptual context.

In order to solve this problem, we are working on ideas to extend the Semantic
Web in order to provide not only semantic information for the machine, but also
conceptual information for the human user. This form of extended semantic web,
which we call the Conceptual Web [35], is a long-term vision with many compo-
nents, some of which are described in the next section.

Thus, it is important to realize that meta-data is not only for machine consump-
tion. In the end, computers are a medium for human-to-human communication, and
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conceptual meta-data that is understandable for both the human and the machine
can definitely form an important part of that communication.

2.7 Conclusions

To summarize the discussions in this chapter, the Semantic Web needs a meta-data
architecture that is

• subjective and non-authoritarian, supporting different views of the same re-
source.

• evolving, supporting a dynamic meta-data eco-system.

• extensible, allowing introduction of new vocabulary with new semantics.

• distributed, supporting descriptions by anyone about anything, anywhere.

• flexible, supporting unforeseen uses of resources.

• conceptual, supporting the evolution of human knowledge.

We have motivated some of these requirements by referring to problems encoun-
tered in the e-learning domain, but we believe our requirements to be generally
applicable to the Semantic Web as a whole.

3 Flexible techniques for working with meta-data

We have seen above that there are several misconceptions about what constitutes
meta-data. One of the consequences of these misconceptions has been unnecessary
thresholds when working with meta-data, reflected by methodologies and tools. We
now try to sketch a new work process and suitable tools for supporting it to unleash
the true power of the Semantic Web, based on the principles discussed above.

There are basically three modes in the meta-data work process,creation, pub-
lication and retrieval5. The modes are not necessarily distinct or performed in
a certain order. For example, at creation time you should look for similar meta-
data to avoid duplication, inconsistencies, etc., while in retrieval you may want to
publicize some metadata about yourself to allow some system to figure out what
meta-data you need.

5Note that this is a low level view of the work process, higher level views may be better described
as annotating, certifying, assessing, investigating, etc. The low level view is still valid though.

11



3.1 Creation

To create an XML document containing the one and only meta-data instance for
a resource is naturally a difficult and cumbersome task that only domain special-
ists can feel comfortable doing. Subjective meta-data, on the other hand, can be
added by anyone. Additionally, when metadata within authoritative documents is
replaced with a patchwork of meta-data instances from different sources, it’s easier
to add meta-data in small chunks. Supportive tools need to be able to combine
existing read-only meta-data sets with a creation time meta-data process. That is,
adding translations, extensions, comments on the meta-data of others, etc., will put
high demands on your meta-data editor. There will be a need for several differ-
ent editors, e.g. graphically oriented for conceptual meta-data6 and classification
meta-data (such as ontology editors)7 and text orienteds8 for meta-data in the form
of property lists (e.g. Dublin Core meta-data).

3.2 Publication

Classical web publishing involves administrative decisions such as where to physi-
cally and logically put material, i.e. which server and what URL should be chosen.
This works as long you deal with material of substantial size where authoring re-
mains the largest part of the work. But for meta-data, especially if it is added in
small chunks and not in large finished sets, the administrative task can easily grow
exponentially.

Another problem is that in web publishing the physical location imposes re-
strictions on the logical location (URI). This is due to the fact that the locator
(URL) is the same as the identifier (URI). The power of this delusion is proved by
the fact that even SiRPAC, the W3C Java parser for RDF, fails to load models that
do not have a URL as a system identifier. Clearly the solution is to have mech-
anisms for finding meta-data that separates the identifier from the locator. This
separation allows people to change the location of their meta-data without having
to alter anything. They may want to keep it to themselves, store it at some provider
or maybe distribute it on a peer-to-peer network.

Storing meta-data on a central server is one form of publication, where you
will need a special account or use some publicly available storage, which often
imposes restrictions on accessibility and identity. Since by its very nature, the
Semantic Web is decentralized, subjective and in a state of change, peer-to-peer
environments are much more suitable than a central server approach [9]. There is
at least three ways to publicize material on peer-to-peer networks:

• Your peer acts as a provider for your material and the network may retrieve
and maybe choose to replicate your meta-data.

6E.g. A conceptual Browser such as Conzilla[37]
7E.g. Protege [46]
8E.g. the IMS compliant meta-data editor ImseVimse[43].
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• The network is used as a more convenient way to access some specific stor-
age, i.e., you know the location and can equally well connect directly to your
storage location.

• You push material out on the network and hope someone will take care of
your material.

The first alternative will allow providers, organizations as well as individuals to
keep their original meta-data within reach, which has both psychological and prac-
tical aspects. The administrative overhead is kept to a minimum, as only logi-
cal identifiers need to be considered and maybe some initial configuration of the
peer. The second alternative is really a central server approach with specific access
methods. Defining a specific end provider protocol could be beneficial for easy
uploading.

The last alternative presents a real challenge to avoid flooding of the network.
Probably there is no practical limit on the total amount of storage space that could
be publicly available, but selection processes will be requested for keeping rele-
vance, quality and efficiency standards high. Meta-data that isn’t accessed for a
long time, outdated by newer versions or just broken will probably be in the dan-
ger zone of not being renewed. Hence the model for individual peers will probably
be to provide low priority storage with little or no guarantee for persistence. Suc-
cessful meta-data however will automatically achieve persistence by being stored
in several places and be replicated on access. If authors of meta-data are dissatis-
fied with how their meta-data survives, they either have to re-inject their meta-data
on a regular basis, act as a provider mentioned in the first alternative above or
try to change the selection process somehow. This is essentially Freenet without
cryptography [13]. It is important to note that such a network would provide an
evolutionary environment which fits very well with the previously mentioned con-
cept of a meta-data ecosystem.

Automatic construction of logical identifiers and storage on peer to peer net-
works via the pushing technique may allow virtually anonymous meta-data. This
technique would support the ideas of a democratic network where anyone may say
anything about anything.

Peer-to-peer systems are not famous for being reliable. Peers may be down
temporarily and client peers will go up and down very often. Redundancy can be
achieved by replicating meta-data on other peers. The difference to the pushing
technique described above is that the party choosing to replicate does so on the ba-
sis of minimizing or easing network traffic, not for providing storage for homeless
meta-data. Client peers may want to use replication as a cache for offline work.

The down side is that replication of data will result in inconsistencies, and
renewal of the copy will be needed on a regular basis.
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3.3 Retrieval

A strong incentive for publication is of course a large need for consumption of
meta-data. Exposing meta-data to other humans is a much stronger incentive than
the fact that machines will profit (and result in better human-computer communica-
tion). Adding material on the web, straightforward publication, does not necessary
lead to better exposure, as it risks drowning in the flood of all other material.

We very seldom know the location of meta-data we search for. Neither do we
know a logical identifier for the meta-data / meta-data set. What we often do know
is some pattern in the meta-data, e.g., it should be a description of a book written
by a Swedish author or a lecture certified by a teacher you know. Searching for
such meta-data is a pattern matching process that can be represented in a query-
formalism. If you want to search for this pattern on the ordinary web, it amounts
to an enterprise which takes several months. Luckily for us several big search
engines have already performed this search and allow you to query against their
index instead. However, since such an index is basically constructed for matching
of keywords plus maybe some heuristics, searching for more complex relations or
patterns is not really feasible.

Since the Semantic Web is a structured graph, it is much more straightforward
to write an algorithm doing the matching against a fixed set of meta-data. However,
since the Semantic Web will be spread out much like the original web, there is
no obvious place to ask your question unless some company similar to Google
replicates the whole Semantic Web (continuously) and provides an interface to a
set of clustered computers doing the matching.

Another solution would be to use peer-to-peer technologies for routing queries
to the meta-data end providers. This requires a routing procedure depending on the
pattern of queries, i.e. meta-queries are used for registering what queries a peer
can answer. This has to some extent already been tested with JXTA-search [48].
However, since JXTA-search only works on tree structured data encoded in XML,
the processes concerning routing and matching have to be modified to work on
RDF-graphs.

A yet unsolved problem is how the registrations in one peer should be further
registrated in other peers. In other words, should all the registrations be forwarded
as they are, with the new peer as registrator or should a general ’least common
denominator registration’ be constructed instead? An even worse problem is how
to know which questions that could be answered without generating large sets of
questions and then testing them out. It is also problematic to know when to update
your meta-query registration, e.g whenever new meta-data is added, on regular
intervals, etc. After a meta-query is generated it still needs to be spread out in the
peer-to-peer network for updating purposes. If those problems are not solved with
care, there is a serious risk of the network being flooded with updates and other
administrative communication.

Hence a query service has to include a query formalism for exchange of queries,
a routing procedure, an end provider resolving procedure and a collection proce-
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dure for sending answers back to the initiator.

4 Some Tools supporting the Conceptual Web

At the KMR group, we have developed several tools that fill some of the roles
that we feel are necessary for the realization of the meta-data architecture require-
ments for a Conceptual Web as described above. This chapter describes how these
tools interrelate and how they can be used to implement important scenarios for
e-learning. It describes only part of a complete architecture, but reflects the goals
of some of the work we are doing.

4.1 Overall Architecture of our Conceptual Web Tools

RDF and RDF Schema provide the underlying model and representation. We also
use standard RDF vocabularies such as Dublin Core and IMS/IEEE LOM for ex-
pressing some meta-data. The addition of ontology layers is of course also a fun-
damental part of resource description on the web, and is being considered for in-
clusion.

4.1.1 Edutella

The KMR group at CID is participating in an international collaboration project
called PADLR[15], whose driving vision is a learning web infrastructure which
will make it possible to exchange/annotate/organize and personalize/navigate/use/reuse
modular learning resources, supporting a variety of courses, disciplines and univer-
sities. Within this project, we are collaborating with research groups at the univer-
sities of Uppsala, Stanford, Hannover and Karlsruhe in order to develop Edutella
[18], an infrastructure and a search service for a peer-to-peer network that will
facilitate the exchange of educational resources. Edutella, which will be a set of
services implemented within the JXTA system [41, 48], is aiming (among other
things) to solve the problems of meta-data retrieval described above. The envi-
sioned services will include searching, mapping and replication. Searches will be
routed to anyone who has registered a matching answering capability. Mapping
will enable translation between schemas. This will allow very flexible reuse of in-
formation, since an application will not need to adapt to competing or more capable
schemas because these schemas can be mapped to something that the application
already understands. There will be no closed formats. Replication will allow meta-
data about learning resources to be spread across the web, which will simplify the
discovery of the corresponding resources.

4.1.2 Conceptual Modeling and Knowledge Manifolds

The fundamental building block of our idea of the Conceptual Web isconcep-
tual modeling, which provides a human-understandable semantics for both abstract
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ideas and concrete resources. We use a technique called Unified Language Model-
ing (ULM) for conceptual modeling, which is a modified version of UML (Unified
Modeling Language) [40] that better supports modeling how we speak about things
that has been developed at the KMR group by Ambjörn Naeve [32, 33, 34]. UML
provides a well-proven and standardized vocabulary for conceptual modeling. Un-
fortunately, the relationship between RDF and UML is still rather unclear. We
strongly support the forces that try to refactor UML in order to achieve a more
precise meta-model [45], as well as the efforts to merge/combine RDF and UML
[14, 12]. We regard these strategic efforts as necessary prerequisites for building
the Conceptual Web.

Using the above technologies, we are designing the Conceptual Web as aknowl-
edge manifold. A knowledge manifold is an educational architecture, developed at
the KMR group, that provides an overall strategy for the construction, management
and use of well-defined contexts for distributed content [31, 34].

4.1.3 Conceptual Browsing with Conzilla

One of the fundamental tools of the conceptual web is a new type of knowledge
management tool which we call aconcept browser[32, 33]. This tool allows the
user to browse conceptual contexts in the form of context maps (typically ULM
diagrams) with rich annotations. Thus the full power of visual modeling is com-
bined with the distributivity and universal annotation property of RDF into a hyper-
linked web of conceptually clear material. This combination gives the user a clear
overview of the subject area (= context), while at the same time allowing the ex-
ploration of its various forms of content. Incorporating web resources as content
is done by associating concepts with occurrences in resources. This has the impor-
tant benefit of a clear and browsable visual overview of the context while viewing
the content in, for example, an ordinary web-browser. Combined with our form
of visually configurable query/search/filter engines [39] built using ULM and in-
terfacing with Edutella, this results in a new and pedagogically revolutionary web
experience.

Our first incarnation of a concept browser is calledConzilla[37], and has been
developed as an open source project at the KMR group over the last couple of
years. It is proving to be a very valuable tool for providing an overview of complex
web-based material. Using Conzilla, several instances of knowledge manifolds are
presently under construction at the KMR group, e.g. within the fields of mathe-
matics, e-administration, IT-standardization and interoperability between different
systems for e-commerce. Conzilla also has the potential to become a very useful
and visually pleasing presentation tool for any kind of RDF data with a conceptual
content.
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4.1.4 Digital Portfolios

For content management, we are using a digital portfolio implementation designed
and developed by the KMR group [44]. A digital portfolio is a personal online
repository of information, which is used in e-learning scenarios by both teachers
and students for publishing and storage. We have designed this portfolio imple-
mentation to use RDF descriptions of both meta-data and structure, using the IMS
meta-data and content packaging [22] standards for that purpose. When equipped
with an Edutella peer interface, a portfolio suddenly becomes a content manage-
ment system allowing not only publishing of documents, but also dissemination
of meta-data about documents and the structure of courses, as well as subjective
annotations of online resources.

4.1.5 Application Independence: Semantic 3D and VWE

An added benefit of using the Semantic Web as a basis for the Conceptual Web
is application-independence. Just as the Semantic Web gives the machine (soft-
ware agents and applications alike) a sort of "sixth sense" about the meaning of
web resources, the conceptual web gives the human user a sixth sense about the
conceptual context and the underlying meaning of the current situation, which is
independent of the currently used application. We are therefore studying ways to
introduce the Conceptual Web into other environments [42, 26]. Apart from their
usage on the ordinary web, we are investigating the fascinating possibility of in-
troducing conceptual structures in 3D environments. A 3D environment filled with
semantics and conceptual structures would present a fundamentally different ex-
perience, enabling for the first time a virtual reality full of meaning, and not only
packed with dead 3D objects whose meaning is defined by the graphics engine.
This semantics could even be accessed from outside such an environment, making
the 3D environment fully semantically transparent.

Another application framework where we are introducing RDF for interoper-
ability is the so-called Virtual Workspace Environment, VWE [47], which has been
developed under the supervision of Fredrik Paulsson of the KMR group. VWE is
a distributed Learning Management System, which is designed to support the con-
struction of customizable learning environments by enabling the composition of
learning resources. In fact, VWE is a small configurable operating system that can
run in a web browser, which allows you to access your own learning environment
from everywhere. Enabling RDF-based integration of VWE application enables
semantic tool interoperation.

4.2 An e-learning scenario

Imagine you are studying Taylor expansions in mathematics. Your teacher has not
provided the relevant links to the concept in Conzilla, so you first enter "Taylor
expansions" in the search form in Conzilla. The result list shows that Taylor ex-
pansions occurs in several contexts of mathematics, and you decide to have a look
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at Taylor expansions in an approximation context, which seems most appropriate
for your current studies.

After having dwelled a while on the different kinds of approximations, you
decide you want to see if there are any appropriate learning resources. Simply
listing the associated resources turns out to return too many, so you quickly draw
a query for "mathematical resources in Swedish related to Taylor expansions that
are on the university level and part of a course in calculus at a Swedish university".
Finding too many resources again, you add the requirement that a professor at your
university must have given a good review of the resource. You find some interesting
animations provided as part of a similar course at a different university, where it has
been annotated in the personal portfolio of a professor at your university, and start
out with a great Quicktime animation of Taylor expansions in three dimensions.
The movie player notes that you have a red-green color blindness and adjusts the
animation according to a specification of the color properties of the movie which
was found together with the other descriptions of the movie.

After a while you are getting curious. What, more precisely, are the mecha-
nisms underlying these curves and surfaces? You decide you need to more inter-
actively manipulate the expansions. So you take your animation, and drag it to
your graphing calculator program, which retrieves the relevant semantic informa-
tion from Conzilla via the application framework, and goes into Edutella looking
for mathematical descriptions of the animation. The university, it turns out, never
provided the MathML formulas describing the animations, but the program finds
formulas describing a related Taylor expansion at an MIT OKI site. So it retrieves
the formulas, opens an interactive manipulation window, and lets you experiment.

Your questions concerning Taylor expansions multiply. You badly feel the need
for some deeper answers. Asking Edutella for knowledge sources at your own uni-
versity that have announced interest in helping out with advanced Calculus matters,
you find a fellow student and a few math teachers. Deciding that you want some
input from the student before talking to the teachers, you send her some questions
and order your calendaring agent to make an appointment with one of the teachers
in a few days.

A week later you feel confident enough for changing the learning objective
status for Taylor expansions in your portfolio from ’active, questions pending’ to
’resting, but not fully explored’. You also mark your exploration sequence, the
conceptual overviews you produced in discussion with the student and some an-
notations, as public in the portfolio. You conclude by registering yourself as a
resource on the level ’beginner’ with a scope restricting the visibility to students at
your university only.

In this scenario, we see some of the important points being exemplified:

• Distributed material and distributed searches.

• Combinations of meta-data schemas (for example, personal information and
content descriptions) being searched in combination.
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• Machine-understandable semantics of meta-data (calendaring info, finding
the right kind of resources).

• Human-understandable semantics of meta-data (contexts, persons, classifi-
cations)

• Interoperability between tools. Any tool can use the technology.

• Distributed annotation of any resource by anyone, in this case using digital
portfolios.

• Personalization of tools, queries and interfaces, affecting the experience in
several ways.

• Competency declarations and discovery for personal contacts.

For another scenario, see [8].

5 Conclusions and future work

Learning, as well as other human activities, cannot be confined within rigidly de-
fined boundaries such as course systems [16]. Moreover, a learning environment
has to support trust building [26] and rich forms of communication between teach-
ers and learners as well as between learners. In order to be powerful, the envi-
ronment must be inspiring and trigger curiosity for the learning task. We believe
Semantic Web technologies form a basis for realizing a multitude of fascinating
e-learning visions. But without the proper meta-data semantics, the visions will
not be implementable.

Although much of the present development within e-learning is driven by the
so-called knowledge economy, there are more fundamentally important issues for
the future; namely, how to provide access to knowledge for people who can not af-
ford to pay. Our research work is driven by the overall vision of a global knowledge
community, where relevant information and effective support for the knowledge
construction process is freely available for all.
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